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Phases of  IoT Development
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Application at the 
ŎŜƴǘǊŜ ƻŦ ŀ ǎǘŀǘƛŎ άǎǘŀǊ 
ƴŜǘǿƻǊƪέ ƻŦ ǇŀǎǎƛǾŜ Lƻ¢ 
devices (sensors, 
actuators)

Example: Industrial 
monitoring &  control 
applications running on 
private networks

Challenges: Protocol 
interoperability,data 
confidentiality.
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Applications interact 
with (mostly) passive 
IoT devices as network 
services by means of 
some cloud middleware

Introduction of device 
discoveryand plug-and-
playconcerns, access 
control, user privacy 
etc.

Single-Vendor-
Interoperability 
Concerns

S
m

a
rt

 O
b

je
ct

s
 (

E
m

e
rg

in
g

)

Objects with semi-
autonomous behavior 
interacting with the 
cloud infrastructure and 
passive objects

Challenges: Distribution 
of application logic, 
security mechanisms 
etc.

Expanded use of robots, 
cyber-physical systems 
etc.
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State-of-the-art: IoT & Cloud Convergence
ÅConvergence of IoTand Cloud Computing
ÅAllow IoT applications to leverage the benefits of the Cloud
ÅChallenge
ÅConflicting properties of IoT (e.g., WSN) and Cloud

Performance Capacity

Elasticity Utility-Driven

IoT in the 
Cloud

IoT/Sensors

ωLocation specific

ωResource 
constrained 

ωExpensive 
(development/ 
deployment cost)

ωGenerally inflexible 
(resource access 
and availability)

Cloud Computing

ωLocation 
independent

ωWealth of 
inexpensive 
resources

ωRapid elasticity

ωFlexibility



Solutions for IoT-Cloud Convergence

Heterogeneity

Abstraction 
layers

E.g., Virtual 
sensors in 

WSN

Solution 
deployment

Adapt existing 
Cloud models 

(e.g., IaaS, 
SaaS, PaaS) to 

IoT

Take into 
account 

peculiarity of 
IoT resources

Production of 
large volumes 

of high-velocity 
data

BigData 
techniques in 

the Cloud

Streaming 
middleware

Application 
development

Integrated 
Cloud 

environments

Services 
mashups

IaaS

Cloud of sensors 
and actuators

Business Model: 
Data/Sensor 

provider

Access control to 
resources

PaaS
Most widespread 
nowadays (Public 

IoT Clouds)

Access to data, 
not to hardware

Tools & facilities 
for app 

development

SaaS

Built over PaaS

Specific 
application 
domains

Typical utility-
based business 

models

Source: Models for IoT/Cloud Delivery Sensing-as-a-Service



IoT & Cloud Computing Platforms: Examples

Source: Microsoft Azure IoT Reference 
Architecture (www.microsoft.com)

Amazon AWS IoT

Xively.com



IoT Platforms Interoperability

Semantic Interoperability

ωDistributed and Heterogeneous Data Sources

ωDiverse Data Streams

ωCommon Semantics Needed

ωSolution: Semantic Annoitation (W3C 
Ontology)

Reasoning Algorithms

ωIntelligent Selection & Filtering of Sensors

ωIntelligent Selection & Filtering of Sensor Data

ωUse of Reasoners

ωRDF/OWL Ontology (W3C SSN + Linked Data)

Semantic Standards for sensors 
provide a uniform way of representing 

and reasoning over heterogeneous 
data  streams



OpenIoT (openiot.eu) Open source semantic 
interop

ÅOpen Source IoT project enabling
ÅSensing-as-a-Service & dynamic formulation 

and deployment of IoT services
ÅSemantic unification & interoperability across 

IoT data streams
ÅAvailable at 

https://github.com/OpenIotOrg/openiot 

ÅAll streams are annotated based on the W3C 
Semantic Sensor Networks (ontology)

IoT Platform 
Architecture 

& 
Capabilities

Sensor/ICO 
Deployment 

& 
Registration

Dynamic 
Sensor/ICO 
Discovery

Visual IoT 
Service 

Definition & 
Deployment IoT Service 

Visualization 
(via Mashups)

Resource 
Management 

and 
Optimization



H2020 FIESTA: Testbeds Interoperability
www.fiesta-iot.eu
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Get observations

Push observations

Testbed & 
Resource 

Registration

Testbed 
Configuration &
Management

Message
Bus (MB)

iot-registry
Semantic 

Triplestore

TRR
Testbed

Repo

TPI DMS
TPI 

Configurator

Resource
discovery

Semantic & Syntactic
Validator

MB
Dispatcher

Schedule

EMC

Experiment
 execution

Data 
retrieval
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FIESTA Open Calls: http://fiesta-
iot.eu/index.php/opencall/



Edge (fog) Computing
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Waste of Bandwidth

Network latency

Insufficient use of 
resources

Limited flexibility in 
privacy protection
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Move IoT data 
processing and 
actuation to the edge 
of the network

Introduce a layer of 
gateways (Edge 
Nodes) between the 
Cloud and the IoT 
devices
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Depend on the scale 
and the nature of the 
deployment

Embedded 
controllers or IoT 
devices with 
processing capability

Computers

Clusters or small-
scale data centers
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Reduced latency for 
real-time applications

Efficient use of 
bandwidth and 
storage resources

Improved scalability

Reduction in costs 
and energy 
consumption

Better privacy control



IoT Reference Architectures are Edge-based
OpenFogReference Architecture (February 
2017)

Industrial Internet Consortium Reference Architecture 
(July 2015)


