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Phases of |oT Development

Application at the
centre of a static “star
network” of passive loT
devices (sensors,
actuators)

(2005-2010)

Example: Industrial
monitoring & control
applications running on
private networks

Monolithic loT applications

Challenges: Protocol
interoperability, data
confidentiality.
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Applications interact
with (mostly) passive
loT devices as network
services by means of
some cloud middleware
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Introduction of device
discovery and plug-and-
play concerns, access
control, user privacy
etc.

Single-Vendor-
Interoperability
Concerns

iSPRINT Workshop, Brussels, September 19th, 2017

Smart Objects (Emerging)
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Objects with semi-
autonomous behavior
interacting with the
cloud infrastructure and
passive objects

Challenges: Distribution
of application logic,
security mechanisms
etc.

Expanded use of robots,
cyber-physical systems
etc.
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State-of-the-art: 1oT & Cloud Convergence

* Convergence of loT and Cloud Computing

* Allow loT applications to leverage the benefits of the Cloud

* Challenge
e Conflicting properties of l1oT (e.g., WSN) and Cloud

loT/Sensors Cloud Computing

. p{\'HGNs

Performance Capacity e Location specific e Location
e Resource independent
constrained e \Wealth of
loT in the ° Expensive inexpensive
Cloud (development/ resources
deployment cost) e Rapid elasticity
e Generally inflexible e Flexibility
Elasticity Utility-Driven (resource access

and availability)
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Source: Models for 1oT/Cloud Delivery Sensing-as-a-Service
Production of
Heterogeneit Solution large volumes Application
J ¥ deployment of high-velocity ~ development
EEN PaaS EER
a z c
OpenloT Web2 0 a =
7 N\ r ~N 7 N Web 3.0 interface n =<
Most widespread Step 1: Step 3:
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Adapt existing | | Cloud of sensors nowadays (Public Built over Paa$ sensingasaSetpice | SEIETEIEEN0 <
Abstraction Cloud models BigData Integrated and actuators 10T Cloud Request 3
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( ( N Gloud Infrastructure (Middleware) e
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usiness Mode Access to data, Spgc .c — Step 2:
- Data/Sensor not to hardware appllcatlon OpanieT OpenlaT Cloud Formulation OpenloT -
provider domains Middleware Middleware g
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- - N =3
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Tools & facilities Typical utility-

E.g., Virtual
sensors in
WSN

Take into
account
peculiarity of
loT resources

Streaming
middleware

Services
MEHS

Access control to
resources

.

for app
development

J

based business

models

Daornain #N

Infrastructure Provider(s) (e.g., Smart City)




0T & Cloud Computing Platforms: Examples:..

OBJECT DIRECTORY DATA SERVICES

Searchable directory of Time-Series Archiving

BUSINESS SERVICES

Device provisioning,

objects and permissions activation and management

MESSAGE BUS Real-time message management and routing

Xively™ APl  REST, Sockets, MQTT

A » A
v v v
Lossecensssd
Xively™ Customer Backend Applications
Applications Services
oper Workbench Customer CRM

Xively.com

Connected
Objects
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Device Connectivity Data Processing, Analytics and Management Presentation & Business Connectivity

IP capable
devices

loT Client

(e Y
Existing loT

App Backend Solution UX

devices

loT Client [llRw

—_—

Low power
devices

—

— Data Path

Storage

“oecnns SOUrce: Microsoft Azure loT Reference

Il o7 solution component

Architecture (www.microsoft.com)

| Amazon DynamoDB ‘
Things - > y Thing
-« > Chad -« - Rules ‘ _ " T
Broker Engine | ¥
Thing SDK . Thing | o | AWS Lambda ‘
Registry
‘ S
Y Y 3
Security and Identity | | Amazon SNS ‘
loT " - A
Applications |~ l sas ‘
AWS SDK

Amazon AWS loT

Personal
maobile
devices

Business
systems




N\AT'OIv

RIERNES
Sogns AIT
33 © 2 CENTER
3 § 8§ OFEXCELLENCE
45 & o  FORRESEARCH
®e @y e  ANDEDUCATION

® 2002 ®

loT Plattorms Interoperability
Process Integration, Integrated Security, Enhanced Intelligence, City Operations ! " ! !
Optimization

eDistributed and Heterogeneous Data Sources eIntelligent Selection & Filtering of Sensors
eDiverse Data Streams eIntelligent Selection & Filtering of Sensor Data
= = S =!Jse of Reasoners

~/OWL Ontology (W3C SSN + Linked Data)

Connected Governance Management of Natural Resources

Sustainable Development

and reasoning over heterogeneous
data streams K<

Fragmented ICOs Access, Fragmented Intelligence, Fragmented Security, Limited
Data Sharing, Limited Integration
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OpenloT (openiot.eu) Open source seman
interop

* Open Source loT project enabling o __D n_ ., Monitor | -«Presentation
* Sensing-as-a-Service & dynamic formulation = | e i ' :
and deployment of loT services

* Semantic unification & interoperability across
loT data streams

* Available at
https://github.com/OpenlotOrg/openiot

e All streams are annotated based on the W3C
Semantic Sensor Networks (ontology)

Perceptum ex Optimus
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H2020 FIESTA: Testbeds Interoperability

www.fiesta-iot.eu

Testbed &
Resource
Registration g |
alidator
T3.3
Testbed Resource Meta-Cloud
Registration Data Data Storage Message Bus
Data Storage Storage (T3.1) (T3.1) Dispatcher (T3.2)
—
™I o)
Configuration i
& Management
- /
e ™
Get Last Observations
Te"t!’ed Get Observations ( Push Last Observations )
Provider Push Singls Observaton
Services - -
( Data S itic Annotation (based on model matching) (T3.1) By Testbed Provider )

(Comman ) ("graras ) (03] (conctee) (o) (5] (mrtstont,) (Lo

. Sensors
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Data

l Repository |
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FIESTA Open Calls: http://fiesta-
iot.eu/index.php/opencall/

Experimenter

i

<

Experiment .
Definition Experiment
Configuration

(FEDSpec)

Experiment
execution

Semantic
Triplestore

A A

v Soocoooo
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Semantic & Syntactic
Validator

FIESTA-IoT Platform

Testbed & Configuration &
Resource
Registration

Resource
discove

Testbed

Management

Get observations

TPS

S. Annotator

Testbed
administrator

Testbed

loT Service

W | Push observations

Endpoint

S

A

iot-registry API direct interaction

Access to data through resources’ IoT Service endpoints
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Edge (fog) Computing
i v

Depend on the scale
and the nature of the
deployment Efficient use of
Embedded bandwidth and
controllers or loT storage resources

devices with Improved scalability
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Reduced latency for
real-time applications

Move loT data
processing and
actuation to the edge
of the network

aste of Bandwidth

=

Benefits

Network latency

Computing

Insufficient use of

resources
Introduce a layer of

gateways (Edge

Edge Computing
Edge Node Types

Limited flexibility in

Limitations of Cloud

privacy protection Nodes) between the processing capability
Cloud and the loT Computers
devices

Reduction in costs
and energy
Clusters or small- consumption

scale data centers > Better privacy control

V-
v




OpenFog Reference Architecture (February

2017)

Internet /Cloud /Servers
(Global)

Core Network fRouters
(Regional)

Access [ Edge Nodes
(Meighborhood)

Gateway /CPE
{Building / Street)

Endpoints / Things

000000000660
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loT Reference Architectures are Edge-based™"

Industrial Internet Consortium Reference Architecture

(July 2015)

Edge Tier

data flows

Platform Tier

Data Services & Platforms
Ingestion & transformation
~l B & B

Persistence & distribution

data flows

‘Control Domain

- =

Analytic Services & Platforms

Streaming & batch

Persistence & distribution

Aciuators
. controller

datal flows

Enterprise Tier

» & Monatization

other information domains

| | Business Domain
| intormation nows " mE =
=
05s BSS

Logic & rules.

r orchestration flows.

T
.|| sensers Application

& Gatelway

¥

Asset mgmt flows

Provisioning & Deployment

-
B Asset & Meta data
Management
Proximity Access
Netwaork Network

asset mgmt servies flows

Prognostics & Optmization

APl & Portal [l

Maonitor & Diagnostics

-

AP & Portal

Biz Apps

S -==F1}
Biz users

biz app flows

aT Apps

-~
B e

ops app flows o users

Service Network



Rise of Smart Objects in loT

e Objects with semi-
autonomous behavior

e Can connect to the
internet and loT/cloud
platforms

e Emphasize on Field
Actuation & Control

e Examples: Industrial
Robots, Socially
Assistive Robot, Smart
Pumps, Smart
Wearables, Drones

Why Smart Objects? —

Driving Trends

e Evolution of deep
learning & Al

e BigData trends &
ability to process
arbitrarily large data
sets

e Rise of Industry 4.0
and Cyber-Physical
Systems

e “Killer” Applications
like self-driving
vehicles
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Source: Recommendations  for implementing’e"t‘h%
strategic initiative INDUSTRIE 4.0 by The Pmmmwmus
Science Research Alliance
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4. industrial lluhrhln
based on Cyber-Physical
stemss
1. industrial revolution
uses electronics and IT ta
achieve further automation
of manufacturing :
¢ 2. industrial revolution 2
follows introduction of 3
electrically-powered mass
production based on the
division of labour
Figure 2
1. industrial revolution Industry 40 and
follows introduction of mart factories as = - =
B 33; mi‘rﬁg\rzserzet Smart Mobility Smart Logistics
mechanical manufacturing of Things and Services
facilities
End of Start of
18th century 20th century

Smart rids o " Smart Buildings

) Smart Product

+D: Google DeepMind
Challenge Match

00:34:31)*
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Challenges of Smart Objects

e Single Cloud Registry
Challenged in terms of
scalability

e Dynamism of Smart
Objects (e.g., mobility)
e Need for more

decentralized
approach

Changes in loT Securit
Architectures Y

e Dynamic behaviors
introduce new security
challenges

e Unpredictability &
dynamism can be
hardly addressed
based on static
security mechanisms
and reactive measures
only

e Changes to Edge
Computing & Mobile-
Edge Architectures

e Distributed State
Management for
multiple objects and
state sharing
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Scalability and Reliability for SO: Blockcha|nm;:::;m

Blockchain Concepts

* No central authority

e Distributed ledger - a shared record of
transactions

e Trust through immutable, time-stamped
records

e Keeping track of transactions and
preventing “double spending”- A series of
blocks of data, chained together
cryptographically using “hashes”

* “Proof of work” by “miners” who secure
transactions into the chain of blocks by
performing difficult computations

Smart Contracts

e Computer algorithms can be written to
automatically execute the terms of a
contract

eE.g., Company X pay $1,000 to Company
Y when shipping company provides proof
of delivery of Package A to Company X

* Blockchain distributed ledgers can be
used to not only store the proof of
delivery record, but instructions on what
to do (terms of the contract) and scripts
to execute the instructions

Smart Objects Interactions

* Enabling semi-autonomous interactions
between smart objects

* Modelling of Interaction as “smart
contracts”

e Introduction of Ledger Services to enable
the smart contracts between internet
connected objects
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Factory Automation bgsed on Edge Computing &7

o =
Ledger Services il’ 2383 SIEMENS

ENS INg,
AT e . 0%,

FA H Ea Ga ENGINEERING ineomw ..

INFORMATION® "= F. - *

FAR-EDGE = Joint
effort of global
leaders in
manufacturing and
loT towards adoption
of virtualized Factory
Automation

Expected Outcomes

e Reduced Time to deploy

Lite e LT L€' p
: . gty ens @
new automation concepts A T s |

and technologies (e.g., 3D
printers)

* Better Exploitation of Data o FAR-EDGE Aligns to

¢ |[ncrease automation in ot RAMI4.0: Common

Eialfies - anguage for 14.0 (work- ...
* Improve process agility

in-progress
e Enable x-factory prog )

smartfFactory~ &

e RAMI Compliant : NS
Implementation e

Field Tier THE Op e ” GROUP

LAN (Shopfloor)
ik, g | I 1ol I I
* e SUPSI
¥ Smart Objects c I s c o
Advisory Board Member
Connected Devices "%

OF TECHNOLOGY

e Cloud and Edge Computing
for Manufacturing

¢ Decentralization of control

e RAMI 4.0 & Industrial
Internet standards

A %, POLITECNICO
i DI MILANO

REAL WORLD: ﬁfy
Things, People "
& Environments
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FAR-EDGE Reference Architecture

Automation Simulation

~
A
~
A
-
A
~
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ENTERPRISE CLOUD
ECOSYSTEM

Cloud Services
I ——

Ledger Services

Edge Processes

Management
Security

Smart Objects

Digital Models
Field Abstraction & Data Routing

Connected Devices

-
"
-
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-
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-
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Things, People & Environments
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0T & Smart Objects Security: H2020 SecureloT=

* Leverage Al techniques (deep learning) towards
anticipating security attacks

* Based on data collection at multiple levels (smart object,
device, fog/edge, cloud)

* Provide Al-based security applications and measures:
* Risk assessment
* Compliance to directives
e Support for secure loT programming



Deployers and End-users of loT @N‘gT'O/v
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Developers &
Innovators

Al & Predlctlve
NNOVATION
European Q

Platform Level Security
A ( J FI-lWARE Fla:;f?rms FU]]TSU Cervice: loT IF_’Iatflorm
En En|e?,:|ced /\m lative C 3 (monitoring probes) et
£: eciy OPENIdl &+ cloudcare2u (Core)
in IZENCe
) AI & Predictive
— analytics ) Application Behaviour
. Energy Urban Enterprise Healthca.re Analysis Enterprise
2 Management Mobility Resource Information Automation Application Data Collaction Level
9 System Planning (ERP) System (HIS) System (monitoring probes) (Core)
c
>
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S
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s Analysis Protection Fof/EdIge
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o ez eeasn = Fog/Edge Data Collection Eed €
E inclustrial (monitoring probes) (Edge)
S ol My
> Enforcement Actuation
______________________ Level
Device
. Data .
Behavpur Protection Field Level
Analysis Smart Objects &
Smart Objects Data
Collection CPS SVStems)

monitoring probes



